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ABSTRACT
We propose a novel method for evaluating the performance of a
content search system that measures the semantic match between a
query and the results returned by the search system. We introduce
a metric called "on-topic rate" to measure the percentage of results
that are relevant to the query. To achieve this, we design a pipeline
that defines a golden query set, retrieves the top K results for each
query, and sends calls to GPT 3.5 with formulated prompts. Our
semantic evaluation pipeline helps identify common failure patterns
and goals against the metric for relevance improvements.

KEYWORDS
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1 INTRODUCTION
LinkedIn search has made significant progress over the years by
incorporating semantic matching capabilities. Semantic matching
capability helps members find knowledge more easily by delivering
results that are conceptually related to their search query, even if
they do not contain the exact keywords used in the query. As we
continue to improve our system, we strive to overcome the complex
quality challenges that arise:

• Indirect measurement: While we have existing engagement
metrics from online experiments, they do not necessarily
capture the quality of our search results. When member
feedback comes in, there is an added overhead in determining
if the system is operating as expected.

• Not operationalized: Search patterns and expectations change
over time, so we need an automated way to continuously
measure quality.

To address these gaps, we present a semantic evaluation pipeline
that leverages Generative AI (GAI) to evaluate quality. Our main
contributions and business impacts are:

• We propose the metric “on-topic rate” to measure the per-
centage of content search results that are relevant to the
intended topic. This metric serves as a tool for evaluating
the performance of the content search model, and can also
help identify common failure patterns. By setting goals based
on this metric, we can work towards improving the relevance
of search results.

• We present a novel semantic evaluation pipeline for search
engine offline evaluation. This framework helps translate
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user problems into technical patterns that can be opera-
tionalized and plays a critical role for search engine offline
evaluation.

• We present two approaches to evaluate the Generative AI
evaluation output, including conducting human evaluation
and preparing a validation set to ensure the quality.

2 RELATEDWORK
Assessing the quality of search engine results has become a chal-
lenging task, particularly in determining which ranking models
perform best under specific business metrics [2, 8]. The most reli-
able method for evaluating model performance is through online
A/B testing, but this approach has limitations [5, 7]. Firstly, due
to the high cost of traffic, only a limited number of models can
be compared within a given timeframe, as it requires a significant
amount of user feedback to draw statistically significant conclu-
sions. Secondly, there is a risk of negatively impacting the user
search experience if the model performs poorly. Consequently, of-
fline evaluation is commonly used to select candidates for online
experiments.

Existing work has proposed a variety of techniques for search
engine offline evaluation, including relevance, reliability, timeli-
ness, diversity and fairness [3]. Commonly we evaluate the quality
of search by using the evaluation metrics focused on relevance,
such as Mean Average Precision (MAP) and normalized Discounted
cumulative gain (nDCG). These types of metrics simulate how
users interact with the search engine result page (SERP) [4, 14].
Nonetheless, a prevalent drawback of offline evaluation lies in its
dependence on historical data, and these metrics may not directly
measure the quality of search engine, which can result in imperfect
correlations with users’ search experiences [1, 6, 10, 16].

Recent advancements in semantic search and generative AI have
significantly transformed the landscape of search systems, particu-
larly with the integration of large language models (LLMs) in rank-
ing and recommendation tasks [9, 15, 17]. LLMs are also explored
for relevance judgments and evaluation in information retrieval
[12]. The literature has shown that LLMs can closely replicate hu-
man judgements through prompt strategies [13] and highlights the
growing role of LLMs in automated evaluations [11].

3 ON-TOPIC RATE
In this section, we formulate our task and introduce our proposed
metric - On-Topic Rate (OTR). This metric is proposed as the direct
measurement to evaluate if the retrieved document is primarily
about the query.
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3.1 Task Formulation
Given a member query 𝑞 as input, the search engine returns a list
of documents 𝐷 = (𝑑1, 𝑑2, ..., 𝑑𝑛). Since we focus on content search,
here each document corresponds to a post or article on LinkedIn.

3.2 Computation
On-topic rate is a metric that measures the relevance of search
results to the user’s query. This metric helps evaluate how well the
search engine is able to understand the query’s intent and provide
relevant results. A high on-topic rate indicates that content search is
performing well and providing useful results to our members, while
a low on-topic rate suggests that improvements may be needed
to better understand the user’s search intent. We define OTR for
<query, doc> pair as the following:

𝑂𝑛𝑇𝑜𝑝𝑖𝑐𝑅𝑎𝑡𝑒 (𝑞, 𝑑𝑖 ) = 1 if the pair is relevant, otherwise 0 (1)

3.2.1 OTR@K. We measure the on-topic rate for the ML model
by selecting the top 𝐾 returned documents for each query. We
define OTR@K as the total number of query-document pairs that
are relevant divided by the total number of returned documents.

𝑂𝑇𝑅@𝐾 =

∑𝐾
𝑖=1𝑂𝑇𝑅(𝑞, 𝑑𝑖 )

𝐾
(2)

4 SEMANTIC EVALUATION SETUP
Within this section, we detail the process of establishing semantic
evaluation and harnessing Generative AI (GAI) to discern the rele-
vance between queries and documents. Figure 1 has illustrated the
overall pipeline: our methodology begins with the creation of a test
query set, followed by the formulation of prompts provided to the
Large Language Model (LLM) and subsequent calculation of OTR
based on the GAI-generated outputs.

4.1 Create Query Set
We construct the query set used for evaluation by leveraging dif-
ferent resources to comprehensively cover the relevant topics or
areas of interest.

4.1.1 Golden Set. The golden set serves as a stable and uniform
standard for assessing and benchmarking queries. It includes the as-
pirational queries and the top queries from production. We include
the following types of query into the golden set:

• Top queries: We incorporate common queries, which can
be seen as the most popular and indicative keywords that
members are searching for.

• Topical queries: Topical queries encompass search inquiries
or questions that pertain to specific subjects or topics. We
incorporate these into our golden set because they pose a
greater evaluation challenge, often being lengthier and more
intricate in their intent. Providing high-quality results for
topical queries can enhance our members’ ability to access
valuable knowledge on LinkedIn.

4.1.2 Open Set. The Open Set is a dynamically changing set of
queries used for evaluation. The source of the open set includes:

• trending queries and newsy queries from production
• some random queries from production, to add diversity

Example Queries
Top queries covid-19, resume, microsoft excel, we’re

hiring, work from home
Topical queries how to create a personal brand, how to

stand out in a competitive job market,
how do I negatiate my salary

Table 1: Example golden set queries from different sources

Table 2 are some example queries from the golden set and open
set used in production for evaluation.

Example Queries
Golden Set improve workplace communication, remote

team best practices, how do I get promoted
Open Set fed raises rates,leadership first, barbie, women

ai study

Table 2: Example queries in golden set and open set

4.2 Get search results for query set
We gather the following information for each query within the
specified set: the top𝐾 = 10 documents from production, alongwith
post textual information and any mentioned article information
(including title and article body, if applicable).

4.3 Formulate the prompt
We construct the prompt for GPT 3.5 to collect feedback from the
LLM. Using the inputs collected from previous steps, we define the
prompt to encompass three perspectives:

(1) the definition of On-Topic rate
(2) detailed guidance for decision making
(3) query
(4) post, including all the text information from the posts, in-

cluding the commentary and any re-shared posts/articles

4.3.1 Metric Definition. We begin by defining a metric and then
task LLMwith making decisions based on our specific requirements.
We keep iterating our prompts to improve the accuracy of the deci-
sion. Based on our experiences from production and our prompting
practices, we have learnt that providing very precise definition
for the request and adding examples with provided reasons can
improve the performance significantly.

For example, for our task, we tested two prompts in production
for our use case:

• Prompt A: Given the post below, is the post strongly rele-
vant to the query?

• Prompt B: Given the post below, is the post primarily about
query or strongly relevant to the query?

Despite the subtle differences between the two prompts, Prompt
B outperforms Prompt A significantly. This is because Prompt B
specifically directs attention to the main subject of both the query
and the post. As a result, it reduces the false positive that might
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Figure 1: Semantic evaluation pipeline

occur due to keyword matching. We have included some examples
to show the impacts in Appendix A.

We discover that incorporating well-detailed examples along-
side the reasons behind the decision can enhance performance
and address various problems identified from observed patterns of
failure. With no examples in the prompt the results did not align
with human judgment. By summarizing the failure pattern, during
our prompt iteration, we determine that incorporating examples
with explanations of the judgments can boost the generative AI’s
capacity for better decision making.

4.3.2 Guidance. The guidance offers comprehensive instructions
for training LLM to make decisions that align with our expectations.
This may involve outlining decision criteria and specific require-
ments, as well as providing examples of corner cases to illustrate
decision-making processes.

Here is an example of defining guidance for OTR:
(1) The on-topic decision should not only consider the keyword

match between query and post. It should reflect the semantic
matching between query intention and the post details.

(2) The post information is primarily relevant to the user query.

4.4 Compute OTR Metrics
From the GAI output, we have three types of information:

• Binary decision: It directly corresponds to if the retrieved
post is primarily on-topic of the query.

• Relevance score: It is the score related to the binary decision.
The score is in the range of 0 and 1. The relevance score
aims to measure the semantic relevance between query and
post. The decision should keep the consistency between the
relevance score.

• Decision reason: It explains the reason for the binary decision
and relevance score. This field is not used for OTR calculation
but it is very important to help us iterate the prompt, since
it explains the consideration for the GAI decision.

Table 3 presents an instance from the pipeline where a post men-
tioning an article introducing tips for self-promotion was retrieved
for the query "promotion tips". Although this example may be clas-
sified as on-topic through keyword matching, it does not accurately
reflect the query intention. To address this issue, semantic evalu-
ation enables the identification of the primary topic of the post.
Based on the decision reason, it can be concluded that the prompt
provided instructions for measuring semantic relevance, and the
LLM was able to identify that although the keyword matched the
query, the post itself did not address the query intention, resulting
in a low relevance score and an off-topic binary decision.

Our approach consider (query, document) as on-topic only if
the binary decision is 1 and the relevance score exceeds a certain

Query promotion tips
Post Here are 13 tips to get you over that mental

hurdle. #speakup #tips #leadership
Binary decision 0
Relevance score 0.4
Decision Reason The post is about tips for self-promotion and

personal branding, and does not directly
address the query of "promotion tips". The
mention of "tips" in the hashtags is not spe-
cific enough to make a strong connection
to the query.

Table 3: Example output from semantic evaluation pipeline.

threshold (we use 0.5 in production after analyzing the distribution
of relevance score). This ensures that we only consider pairs that
the GAI has a strong confidence in, and disregard those that fall
below the threshold. By taking this rule, we compute 𝑂𝑇𝑅@𝐾 and
nDCG as the final output.

5 EXPERIMENT
5.1 Human Evaluation on Generated Output
We employ human evaluation as a metric to ascertain the align-
ment between decisions made by the proposed semantic evaluation
pipeline and expert human annotators, aiming to verify the re-
liability and consistency of the proposed pipeline in delivering
high-quality results.

Our human evaluation team comprises 10 colleagues, and all
team members possess substantial experience in content search to
ensure the credibility of their decisions. To maintain the quality
of the annotation process, annotators underwent a rigorous qual-
ification process. This process included familiarizing themselves
with annotation guidelines and assessing 20 representative query-
response pairs. Following this, we conducted individual assessments
of the annotations submitted and organized group discussions to
address any confusions or uncertainties regarding the task. Each
annotator was given the task of annotating 50 pairs of queries and
documents. Both annotators and the GAI are providing the same
information: query, post commentary, and re-shared posts/articles.

To gauge the level of agreement among annotators, we collected
annotations for a specific set of randomly selected query-response
pairs, which yielded a high degree of agreement among the anno-
tators.

Evaluating a query-documents pair requires our annotators to
complete a three-step evaluation:

(1) Evaluate if the query and the post is relevant
3



(2) Provide reasons regarding the judgement if it is considered
as irrelevant

We utilize the (query, document) data from the annotation result
as input for the proposed semantic evaluation process and then
compare the output of the pipeline with human evaluation to as-
sess its consistency. By comparing the results, we report 81.72%
consistency with the GAI decision.

5.2 Performance on Validation Set
To ensure the quality of our prompt, the team has compiled a vali-
dation set comprising various query types and corresponding post
pairs, serving as the baseline for assessing the prompt’s effective-
ness. We select representative queries from production that are
frequently searched by members, including:

• company name queries
• title queries, like data engineer, product manager
• skill queries, like finance, customer services, marketing
• newsy queries, like february jobs report
• other top queries, for example: work from home, open to
work

Total our validation set includes 60 queries, each paired with 10
related posts, resulting in 600 query-post pairs. Our team assesses
these pairs and makes a binary determination regarding their top-
ical relevance. This judgment is confirmed by at least three team
members. We use this validation set as our standard of truth for
gauging the effectiveness of our prompts. Furthermore, we utilize
this validation set to identify common failure patterns to keep iter-
ating our prompts. The current prompt used in production achieves
94.5% accuracy on the validation set.

6 HOW DOWE USE SEMANTIC EVALUATION
TO IMPROVE THE PRODUCT?

We have adopted the semantic evaluation pipeline as our offline
benchmark for experiments in LinkedIn content search. This serves
as the foundation for offline evaluation, measuring whether the
trained ML model has correctly captured the query intention. The
pipeline is designed to monitor the performance of the served
content search model, with a weekly update of the open query set
and pipeline run to ensure that the calculated OTR falls within the
desired range. We also use this tool to evaluate new trained ML
models offline, comparing them to the baseline to quickly test for
improvements and provided feedback for iteration.

In addition, we explore the decision reasons to identify growth
opportunities. We collect cases identified as off-topic from the
pipeline and identify performance gaps that we can improve.

7 CONCLUSION
In this work, we introduce a semantic evaluation pipeline for search
engine offline evaluation. Our proposed metric, on-topic rate, mea-
sures the relevance of search results to the user’s query. We also
outline the construction of prompts and calculation of the OTR,
and demonstrate the high consistency between human evaluation
and pipeline output. With this semantic evaluation framework, we
are able to directly measure the quality of post-search results and
gain a better understanding of our search engine’s performance.
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A EXAMPLES TO DEMONSTRATE THE
PERFORMANCE IMPROVEMENT BETWEEN
PROMPT A AND PROMPT B

During our experiments, we have noticed the importance of for-
matting the request into very precise guidance that can help GAI
understand the request and leverage it for decision making. For

example, for two prompts mentioned earlier, given the same infor-
mation for query and posts, we are seeing Prompt B outperforms
Prompt A by significantly reducing the false positives caused by
keyword matching.

• Prompt A: Given the post below, is the post strongly rele-
vant to the query?

• Prompt B: Given the post below, is the post primarily about
query or strongly relevant to the query?

Here are some examples that Prompt A and Prompt B are making
different decisions in Table 4.
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Query Post Prompt A Prompt B
react native Hey LinkedIn community,

In my recent article, "The Rising of New Gen-GPT and Socializ-
ing as an Adult," I dove into some exciting topics that I want to
share with you in a nutshell:
Projects in Progress: I’ve been working on various projects, in-
cluding exploring the Spotify API for a dynamic playlist-based
website and a new React Native project. The latter aims to ad-
dress real-world needs, from allergen tracking to task delegation
tools and a notes app integrated with Slack to help in my cur-
rent position.
AI Evolution: The latest Gen-GPT update is a game-changer
Balancing Act: I shared my personal reflections on the impor-
tance of work-life balance. While pursuing my career, I realized
the value of reconnecting with friends, especially those from
my high school days, as a source of relaxation and genuine joy.
These are just the highlights. If you want to dive deeper into
these topics, check out the full article linked in this post.
Your feedback and insights are always appreciated. Let’s keep
the conversation going!
I write them weekly it is something will not want to miss.

On Topic Off Topic

manager Twin Transformation is currently THE topic of sustainability
managers, but also of digitalisers. Brigitte Falk was a pioneer
in this field 20 years ago. So her interview (Digitization as a
bridge to sustainable business) is hopefully an inspiration and
encouragement for many as a look back, but above all as a look
forward!

On Topic Off Topic

best practices for managing remote teams Excited to invite you to my upcoming workshop at #ReactIndia
2023 with my co-speaker Lokesh Yadav on "Building a Web Per-
formance Culture: Empowering Large-Scale Teams to Deliver
Lightning-Fast User Experiences"!
In today’s digital world, web performance plays a crucial role in
user experience, business success, and stakeholder satisfaction.
Slow-loading websites can significantly impact user engage-
ment, conversion rates, and revenue. That’s why it’s essential
for large-scale teams to establish a web performance culture and
empower their teams to deliver exceptional user experiences.
Join me for this workshop where we’ll dive deep into the key
aspects of building a web performance culture within larger
teams. We’ll explore the significance of performance for you
and your stakeholders, and learn how to differentiate between
noise and reality by implementing the right tooling for Single-
Page Applications (SPA) and Multi-Page Applications (MPA).
Attendees will gain valuable insights into improving perfor-
mance metrics and discover innovative approaches using Real
User Monitoring (RUM) and Lab data to track and monitor
performance enhancements without incurring additional costs.
We’ll also cover practical strategies, best practices, and real-life
examples, including tackling performance challenges with Re-
act 18 Hydration.
Whether you’re a developer, manager, or part of a large-scale
team, this workshop will help you to build new perspectives to-
wards web performance and empower you to deliver lightning-
fast user experiences.

Off Topic On Topic

Table 4: Examples from Prompt A and Prompt B that are making different decisions.
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