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ABSTRACT
Movie-on-demand and music streaming services usually provide
the user with multiple recommendation lists, i.e., carousels, in a two-
dimensional user interface, each generated according to different
criteria (e.g., TV series, popular artists, etc.). In this two-dimensional
setting it is not appropriate to use traditional ranking metrics de-
signed for a single ranking list. It is well known that users do not
explore a two-dimensional interface one row at a time, but rather
focus their attention in a triangular area at the top-left corner. Fur-
thermore, it is frequent for user interfaces to hide some items or
lists due to space constraints, which can be shown by performing
certain actions (i.e., click, swipe). In this paper we extend the widely
used NDCG to a two-dimensional recommendation setting with a
formulation that allows to account both the two-dimensional user
exploration behaviour and interface-specific design. We also com-
pare the proposed extension against single-list NDCG highlighting
that they can lead to a different choice of the optimal algorithm in
offline evaluation.
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1 INTRODUCTION
Traditionally, in the Information Retrieval and Recommender Sys-
tems domains, the objective has been to provide the user with the
best possible ranked list of results [6, 11, 22]. For this reason, many
metrics were developed to evaluate the quality of a one-dimensional
ranked list. A common assumption is that users will navigate the
list according to its order, therefore it is better for a correct recom-
mendation to be at the beginning of the list.
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There are however several scenarios that do not fit into these
assumptions, mainly when the results are presented in a two-
dimensional grid rather than a single list. This is true both in infor-
mation retrieval [3] and in recommendation systems applications,
in particular for video-on-demand streaming services [7, 18, 26] and
music streaming platforms [1, 9]. Those services usually provide
users with multiple rows of thematically coherent recommenda-
tions (e.g., the most popular movies, a specific genre, new releases,
and so on, see Figure 1). These rows are referred to as widgets,
shelves or as carousels.

A simple way to adapt one-dimensional ranking metrics to a two-
dimensional interface is to concatenate all recommendation lists
into a single one. This strategy does not make realistic assumptions
and, we argue, is not appropriate. First, it is known that users do
not explore each carousel sequentially from the first to the last, as
concatenating them assumes. Rather, users start from the top-left
corner of the screen and proceed to explore the items both to the
right and to the bottom [16, 27]. This effect is also known as "golden
triangle" or "F-pattern". A visual example from an information
retrieval application [3] is shown in Figure 2. Another example from
a video streaming service [18] is shown in Figure 3. In addition
to this user behaviour, many websites and mobile applications
present carousels that are swipeable [1], i.e., the user can swipe
horizontally or vertically to reveal more items as well as lists that
were not previously visible. This is a common way to overcome the
limited space available in the user interface allowing to fit more

Figure 1: The Netflix homepage, an example of carousel user
interface in the multimedia streaming domain.



Figure 2: When using a search engine users concentrate their
attention on the top-left corner (golden triangle) [3].

Table 4: Number of interactions grouped by their type.

Interaction Type Count Percentage
View 6, 122, 105 58.54%
Access 4, 105, 530 39.26%
Purchase 221, 066 2.11%
Rating 9, 109 0.09%
Total 10, 457, 810 100%

Table 5: Number of interactions grouped by the item type.

Item Type Count Percentage
Episodes of TV series 9, 076, 428 86.79%
Movies 987, 518 9.44%
TV Movies and shows 162, 574 1.56%
Movies and clips in series 231, 290 2.21%
Total 10, 457, 810 100%

Table 6: Number of items grouped by their type.

Item Type Count Percentage
Episodes of TV series 123, 831 85.36%
Movies 13, 733 9.47%
TV Movies and shows 5, 722 3.94%
Movies and clips in series 1, 788 1.23%
Total 145, 074 100%

5.1 Analysis of the dataset
ContentWise Impressions contains 10, 457, 810 interactions; 307, 453
impressions with direct links to interactions; and 23, 342, 617 im-
pressions without direct link to interactions. The dataset also con-
tains 42, 153 users; 145, 074 items and 28, 881 series.

In Table 4, we highlight the distribution of the interactions when
grouped by interaction type, where 97.8% of the dataset is comprised
of view and access interactions. Similarly, in Table 5, we present
the distribution of interactions by item type, where 96.23% of the
interactions correspond to episodes of TV series and movies. Lastly,
in Table 6, we show the distribution of item types, where the same
episodes of TV series and movies item types represent 94.83% of the
total items.

We observed that users, items, and series, present long-tail distri-
butions. For users, 27.96% most popular users are associated with
80% of the interactions. For items, 12.06% most popular items corre-
spond with 80% of the interactions. For series, 4.05% most popular
series appear in 80% of the interactions.

The average number of interactions per user is 248 (22 if counting
direct interactions from impressions), where the maximum and the
minimum number of interactions made by a single user are 13, 517
and 2 (2, 886 and 1 if counting direct interactions from impressions),
respectively.

For items, the average number of interactions received per item
is 72 (25 if counting interactions from impressions), where the
maximum and the minimum number of interactions received by a
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Figure 2: Heatmap of the number of interactions per posi-
tion on the screen. Most interacted items are located in the
�rst rows and on the �rst positions of the list. Values are
log-scaled.

single item are 23, 939 and 1 (6, 260 and 1 if counting interactions
from impressions), respectively.

For impressions with direct links to interactions, the average
number of interactions received per impression is 2, where the
maximum and the minimum number of interactions received by a
single item are 213 and 1, respectively.

In Figure 2, we show a heatmap that indicates the most interacted
positions of the recommendation lists based on the row position on
the screen. Speci�cally, we see that most interactions happen be-
tween the �rst three row positions, and the �rst ten item positions.

5.2 Comparison with other datasets
As previously mentioned in Section 2, currently, no impressions
datasets are publicly available to the community. As such, we gath-
ered and reported their statistics using the ones described on works
that used those datasets.

To the best of our knowledge, ContentWise Impressions is the
�rst dataset with impressions to be open-sourced. In previous
years, other articles have used private datasets[7, 14], which were
not released to the community. Others were disclosed under non-
redistribution clauses on challenges[1, 2, 13, 20], where only a few
researchers have access to them. Furthermore, ContentWise Im-
pressions provides both impressions present in the interactions
and without any associated interaction. Both LinkedIn PYMK Im-
pressions and LinkedIn Skill Endorsement [14] also present both
impressions. On the other hand, other datasets [1, 13] only provided
impressions present in the interactions.

Another advantage of ContentWise Impressions is that it is sub-
sampled in a way to be easily usable for research purposes without
requiring signi�cant computation resources. While researchers can
indeed preprocess and subsample bigger datasets, if needed, this
may result in di�erent articles relying on di�erent subsampling,

Figure 3: Visualization of the number of user interactions
on each position on a user interface [18]. A demarcation be-
tween the first and second half of the columns is visible.

recommendations and carousels that the user can easily browse.
However this puts additional overhead on the user that has to
actively interact with the system to access the recommendations.
Hence, it is preferable for a correct recommendation to be visible
with the least possible number of user actions, as also noticed in
[15].

In order to take those factors into account, in this paper we
propose to extend the one-dimensional NDCG metric to consider
both the two-dimensional user exploration behaviour and the user
interface characteristics. We show that the two metrics can lead to
different results when used to select which recommenders to use
in the carousel interface.

The rest of the paper is organized as follows, in Section 2 we
summarize the characteristics of a carousel setting, in Section 3 we
formulate an extended version of NDCG, in Section 4 we perform
an offline comparison of the results in a single list and carousel
interface. Finally in Section 5 we draw the conclusions.

2 CHARACTERISTICS OF A CAROUSEL
SETTING

The carousel interface layout and the way it is usually generated
by video-on-demand and music streaming platforms has important
characteristics that distinguish it from a single-list setup:

Interface: A two dimensional user interface with multiple
carousels. Some carousels or recommendations may be hid-
den due to limited page size and be accessible only via user
actions (i.e., click, swipe).

Recommendations: The lists shown to the users are gener-
ated with different algorithms or by different providers and
no single post-processing step is applied. While each indi-
vidual recommendation list does not contain duplicates, the
same item may appear in multiple carousels.12

User Behaviour: The user will focus on the top-left triangle
of the screen rather than exploring the carousels sequen-
tially. Furthermore, they will explore the recommendations
in different ways according to which actions they need to
perform in order to reveal them.3

While a carousel layout may seem similar to a traditional merge-
list embedding, where multiple recommendation list are combined
into one, this is not the case. In a real scenario, there are multiple
constraints. First, the carousels may be generated by different con-
tent providers, each of them unaware of how the other lists are
generated or by whom. This means that the composition of the
layout as well as the recommendations of the other providers are, in
general, not known. It is for this reason that different carousels may
contain similar recommendations. Furthermore, a content provider
that wishes to select the optimal carousels to display has limited
degrees of freedom and can only alter the content and relative
ordering of those it is tasked to provide.

3 EXTENDING ONE-DIMENSIONAL NDCG
One of the most used metrics for ranked list evaluation is the Dis-
counted Cumulated Gain (DCG), as well as its Normalized version
(NDCG) [13, 14]. This metric comes from the information retrieval
domain and is widely used to evaluate recommendation systems.
The DCG metric relies on two assumptions:

(1) highly relevant results are more valuable for a user;
(2) within a list of results, it is preferable to have relevant results

in the first positions
Let 𝑐 be the recommendation list length, i.e., cutoff, and 𝑟𝑒𝑙 (𝑖) the
relevance of the item in position 𝑖 . The DCG is defined as the
following discounted sum of gains:

𝐷𝐶𝐺 =

𝑐∑
𝑖=1

𝑔𝑎𝑖𝑛(𝑖) · 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 (𝑖)

The 𝑔𝑎𝑖𝑛 function is responsible for rewarding highly relevant
results, while the 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 function introduces a penalization that

1A significant example are content aggregators, which combine carousels from different
providers: Netflix, Youtube, Prime Video, etc.
2For example, in the Netflix homepage shown in Figure 1 the TV series Space Force
appears both in the TV Comedies and New Releases carousels.
3Usually users tend to navigate more easily with simple swipes rather than repeated
mouse clicks, hence their behaviour, as it is known, will change according to the device.
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should increase the further the item is from the beginning of the
list.

One of the most used formulations for the DCG is the following
[2]:

𝐷𝐶𝐺 =

𝑐∑
𝑖=1

2𝑟𝑒𝑙 (𝑖) − 1
log2 (𝑖 + 1)

Hence, 𝑔𝑎𝑖𝑛(𝑖) = 2𝑟𝑒𝑙 (𝑖) − 1 and 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 (𝑖) = 1
log2 (𝑖+1) . Notice

that this formulation is only one of many possible formulations for
the DCG. Several other ways of rewarding and discounting results
have been proposed in previous research [17, 28]. In the following,
we will start from this formulation and extend it since it is one of
the most used. Other types of gain and discount functions can be
extended in an analogous way. We leave the analysis of different
gains and discounts as future work.

In a two-dimensional scenario, the standard DCG definition
could be naively adapted in the following way. Let ℎ be the hori-
zontal dimension of the interface (i.e., the length of each carousel)
and 𝑣 the vertical dimension of the interface (i.e., the number of
carousels). The carousels can be concatenated in a single list of
length 𝑐 = 𝑣 · ℎ items on which the standard DCG formulation can
be applied. This strategy assumes that the users will explore all
carousels sequentially, from the first to the last, which, as previ-
ously discussed, is not consistent to the user behaviour and does
not account for the interface navigation constraints. Therefore,
we suggest researchers do not apply this strategy as it does not
represent a realistic scenario.

Thus, inspired by [13], we make the following assumptions the
two-dimensional DCG should meet:

(1) highly relevant results are more valuable for a user;
(2) a relevant result is valuable to the user only when it is first

seen;
(3) within a grid of results, it is preferable to have relevant

results close to the top-left corner
(4) it is preferable that relevant items are immediately visible to

the user or can be made visible with few user actions
In order to account for this set of assumptions, we propose to

extend the metric in the following way:

2𝐷𝐶𝐺 =

𝑣∑
𝑖=1

ℎ∑
𝑗=1

𝑔𝑎𝑖𝑛(𝑖, 𝑗) · 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 (𝑖, 𝑗)

As in the one-dimensional version, the 𝑔𝑎𝑖𝑛 function is responsi-
ble for rewarding highly relevant results, according to assumptions
(1) and (2). The 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 function, instead, should account for the
penalty related to the position and number of user actions, accord-
ing to assumptions (3) and (4).

Inspired by the one-dimensional version, we fix 𝑔𝑎𝑖𝑛(𝑖, 𝑗) =

2𝑟𝑒𝑙 (𝑖, 𝑗) − 1. Instead, the 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 will depend on the position in
the layout, allowing ample freedom on how to define it in different
use cases.

The normalized version of this metric, N2DCG will be defined
as as 𝑁2𝐷𝐶𝐺 = 2𝐷𝐶𝐺/𝐼2𝐷𝐶𝐺 . I2DCG will be the 2DCG of the
ideal ranking. In a single list setting the ideal ranking is the list
which contains the relevant items in decreasing relevance from
the beginning of the list. In the generalized two-dimensional lay-
out it contains the user’s most relevant items, ranked according

to decreasing relevance in positions with decreasing position dis-
count. The ideal ranking meets the following constraints: for any
pair of cells (𝑖, 𝑗), (𝑘, 𝑙) of the matrix, 𝑔𝑎𝑖𝑛(𝑖, 𝑗) ≥ 𝑔𝑎𝑖𝑛(𝑘, 𝑙) if
𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 (𝑖, 𝑗) > 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 (𝑘, 𝑙).

Relevance. As stated in assumption (2), a relevant item is valuable
for the user only when it is first encountered. This means that if a
relevant item appears multiple times, each in a different carousels,
it should be considered as relevant only in its best position. We
define such position as the one with the highest discount. Function
𝑟𝑒𝑙 (𝑖, 𝑗) should be modified accordingly.

Single List Discount. It is possible to represent in this formulation
the traditional single list DCG by calculating the position of cell in
coordinates 𝑖, 𝑗 if all carousels lists would be concatenated:

𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑠𝑖𝑛𝑔𝑙𝑒𝐿𝑖𝑠𝑡 (𝑖, 𝑗) = (𝑙𝑜𝑔2 ((𝑖 − 1) · ℎ + 𝑗 + 1))−1

As previously mentioned, this formulation is not grounded in a
realistic scenario because it does not reflect the user behaviour (see
Figure 4a), therefore we argue it should not be applied.

Golden Triangle Discount. In order to account for the golden
triangle behaviour, as per assumption (3), the position discount
should decrease as the distance of the cell from the top-right corner
increases:

𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 (𝑖, 𝑗) = (𝑙𝑜𝑔2 (𝛼 · 𝑖 + 𝛽 · 𝑗))−1

The coefficients 𝛼 , 𝛽 are two weights that can be used to account
for different types of user behaviors. For instance, let us assume
a scenario where users are more inclined to explore the vertical
dimension. In this case, 𝛼 should be set to a low value in order to
penalize less the vertical dimension. In order to make the discount
start from 1, 𝛼 and 𝛽 should be ≥ 1 since the base of the logarithm
used is 2. Notice that this is true only because we are extending a
logarithmic discount function. For other discount functions [17, 28]
the constraints can change.

The resulting discount is shown in Figure 4b (we set 𝛼 = 𝛽 = 1
for simplicity).

User Actions Discount. Lastly, in order to account for assump-
tion (4) the position discount should decrease the more actions are
required by the user to make that position visible. In a carousel
interface there is an initial rectangular portion of the recommen-
dations that are immediately shown to the user. We refer to the
number of items visible as 𝑖𝑛𝑖𝑡ℎ and to the number of carousels
visible as 𝑖𝑛𝑖𝑡𝑣 , see Figure 5. In order to reveal more items, the user
needs to perform a certain action, i.e., click on a desktop, swipe
on mobile devices. Each of these actions will reveal a certain num-
ber of new items within the currently visualized recommendation
lists. Different platforms and devices will correspond to different
swipe steps, i.e., the number of items that will be revealed after a
single swipe. We will call this quantity 𝑠𝑡𝑒𝑝ℎ ∈ {1, 2, . . . , 𝑖𝑛𝑖𝑡ℎ}. For
example, on Netflix every click will replace all items displayed on
the clicked carousel, in which case 𝑠𝑡𝑒𝑝ℎ = 𝑖𝑛𝑖𝑡ℎ . The same princi-
ple holds for the vertical dimension, where the user can navigate
performing actions that will each display 𝑠𝑡𝑒𝑝𝑣 new carousels.

Based on this definition, we now add to the triangle penalty a
term to account for the number of actions that the user will need
to perform in order to visualize the item. To do so we define some
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(b) Golden triangle behaviour.
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(c) Golden triangle and user actions penalty.

Figure 4: A visual comparison of the two-dimensional penalty function under different assumptions. Figure 4a refers to
carousels concatenated in a single list. The other figures refer to the two-dimensional penalty which accounts for the golden
triangle behaviour only, see Figure 4b as well as the number of user actions, see Figure 4c.
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Figure 5: An example interface where 3 carousels, with 4
items each, are visible. A horizontal swipe reveals 4 items,
while a vertical swipe reveals one additional carousel.

auxiliary functions. The first one is used to check whether at least a
user action, i.e., swipe, is needed to visualize that item in a certain
position 𝑝 given that the interface initially shows 𝑖𝑛𝑖𝑡 positions:

isSwipeNeeded(𝑝, 𝑖𝑛𝑖𝑡) =
{

1, if 𝑝 − 𝑖𝑛𝑖𝑡 > 0
0, otherwise

Then, we define a function to count the number of actions needed
to visualize an item, given that each action shows 𝑠𝑡𝑒𝑝 positions:

swipes(𝑝, 𝑖𝑛𝑖𝑡, 𝑠𝑡𝑒𝑝) = isSwipeNeeded(𝑝, 𝑖𝑛𝑖𝑡) ·
⌈
𝑝 − 𝑖𝑛𝑖𝑡

𝑠𝑡𝑒𝑝

⌉
In the particular case where 𝑖𝑛𝑖𝑡 = 𝑠𝑡𝑒𝑝 , calculating the number of
swipes becomes simpler:

swipes(𝑝, 𝑠𝑡𝑒𝑝) =
⌊

𝑝

𝑠𝑡𝑒𝑝

⌋
The final discount will account for both the triangle discount

and the number of user actions, as previously defined:

𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑎𝑐𝑡𝑖𝑜𝑛𝑠 (𝑖, 𝑗) = (𝑙𝑜𝑔2 (𝛼 · 𝑖 + 𝛽 · 𝑗 + 𝛾 · swipes(𝑖, 𝑖𝑛𝑖𝑡𝑣, 𝑠𝑡𝑒𝑝𝑣))
+ 𝜆 · swipes( 𝑗, 𝑖𝑛𝑖𝑡ℎ, 𝑠𝑡𝑒𝑝ℎ))−1

Notice that this formulation accounts for both vertical and hori-
zontal swipes. The coefficients 𝛼 , 𝛽 , 𝛾 , 𝜆 are four positive weights
that can be used to account for different types of user behaviors.
The first two weights (𝛼 and 𝛽) control the general penalization of
the vertical and horizontal dimensions, respectively. As we previ-
ously said, they should be ≥ 1 in order for the total discount to start
from 1. Controlling 𝛾 and 𝜆, instead, it is possible to penalize more
or less the user actions needed to reveal a certain item. For example,
it could be that items presented together in the same carousel have
a similar probability of interaction (see the first 10 elements of the
first carousel in Figure 3). Hence, the horizontal dimension should
be penalized less. Another possibility is that, on a desktop device,
the horizontal swipe done with a mouse click will have a higher
weight than the same swipe done with a touch on a mobile device.

For illustrative purposes, let us consider a possible scenario for
a mobile device, where the screen contains 4 carousels and 3 rec-
ommendations each. We set the horizontal and vertical steps to
1, 𝛼, 𝛽,𝛾, 𝜆 are set to 1 as well. The resulting discount is shown in
Figure 4c.

4 EXPERIMENTS
In this section we provide an example of the different behaviour
of NDCG and N2DCG in an offline experimental scenario. We con-
sider a setting where given a set of recommendation models and
a certain number of carousels, the goal is to select which models
to use to generate each carousel. We show that the two metrics
yield to different carousel layouts. In order to represent a scenario
where a carousel interface would be used, we selected the widely
known movie recommendations dataset MovieLens10M dataset [10],
containing 70k users, 10k items and 10M ratings.

The set of models that can be selected, i.e., M, contains sev-
eral simple and widely known models that have shown to provide
competitive results in recent evaluations [8]. For Non-Personalized
models we selected a TopPopular recommender. As KNN models
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we included ItemKNN [23] and UserKNN [24], both computing the
similarity with cosine and shrinkage. We included the Graph-based
models P3𝛼 [5] and RP3𝛽 [20], which define a bipartite graph of
users and items and simulate a random walk. We added various Ma-
trix Factorization models, some developed for explicit interactions:
PureSVD [6], FunkSVD [8] and Non-negative MF (NMF) [4]; as well
as others developed for implicit interactions: MF BPR [21], IALS
[12]. We included the widely known Item-Based machine learning
models SLIM [19], SLIM BPR and the more recent EASE𝑅 [25]. Fi-
nally, we included the Content-based model ItemKNN CBF, which
computes the item similarities from item features. using cosine
similarity with shrinkage.

We split the data by randomly selecting 80% of interactions for
the training set and 10% for validation and test set. Each model was
optimized on the validation data, following the best practices and
value ranges reported in [8], using a Bayesian search with 50 cases.

Since the purpose of this paper is not to propose an algorithm
for the selection of carousels but to show that the two metrics
lead to different results, we rely on a simple greedy strategy. At
the beginning the page is empty and all candidate algorithms are
evaluated independently on the validation data. The model with
the best recommendation quality is selected as first carousel. The
process repeats for the following carousels, however, in this case,
the candidate model will be evaluated by taking into account all
the previous carousels. According to the definition of relevance
provided in Section 3, a correct recommendation of an item by
the candidate model may overtake another of the same item in a
previous carousels if it has a better position discount. For example,
a correct recommendation at the end of the second carousel could
be overtaken by the same recommendation but at the beginning of
the third carousel, if it has a better position discount.

We repeated this procedure first optimizing NDCG, and then
optimizing N2DCG. We consider a hypothetical interface with a
total of 6 carousels, each composed of 10 items. The interface will
initially show 3 carousels and 2 items. The user can display 1 addi-
tional item in a given carousel with each horizontal swipe and 1 new
carousel with a vertical swipe. For this interface, we set 𝛼 = 𝛽 = 1
and 𝛾 = 𝜆 = 2, in order to penalize more the swipes.

The resulting layouts are shown in Table 1. As we can see, the
layouts have almost completely different orders of the chosen algo-
rithms. For instance, optimizing N2DCG results in selecting SLIM as
the first carousel, while the same algorithm was selected at the bot-
tom of the layout that optimizes one-dimensional NDCG. UserKNN
instead was the first algorithm when optimizing NDCG, but it is
only the third carousel during N2DCG optimization.

Notice also how the 6 algorithms selected in both procedures are
the same, only the order changes. Indeed, it is expected that NDCG
and N2DCG will not produce completely different layouts but will
differ the longer and more pronounced the effects of user actions
become.

5 CONCLUSIONS
In this paper we have described a user interface with multiple
carousels, typical of movie-on-demand and music streaming ser-
vices, and based on its characteristics proposed an extended version

Optimizing NDCG Optimizing N2DCG

UserKNN SLIM
FunkSVD FunkSVD

NMF UserKNN
IALS MF BPR

MF BPR NMF
SLIM IALS

Table 1: Layouts obtained optimizing NDCG and N2DCG.

of the widely used NDCG metric. The proposed formulation ac-
counts for the known user behaviour of exploring the pages not
one row at a time but focusing on the top-left corner and then nav-
igating in both directions. The proposed formulation also allows to
penalize correct recommendations that are only visible to the user
after performing actions. Lastly, we show that the two metrics can
lead to the selection of a different carousel layout. Future works
include validating the proposed metric with user studies as well as
applying it to select the optimal carousel layout, by defining which
is the best carousel to put in a certain position or which is the best
ordering of a given set of carousels. Also, further studies can be
done on different gain and discount functions, similar to previous
research works conducted on the one-dimensional DCG.
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